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Abstract 

Digital signal processing (DSP) is a promising alternative to accomplish a wide variety of signal processing operations. 

Multiplications and divisions have been urgently proposed to perform different DSP operations in real-time applications. 

However, the design and implementation of multiplication and division calculations have some limitations such as strict timing, 

bounded power consumption, and higher accuracy. The exact execution of these complex operations consumes great hardware 

resources and power consumption. Approximate computation for the main and complex arithmetic functions is a demand 

solution to decrease power, area, and delay. In this paper, low-power and high-accuracy approximate multiplication and division 

processes have been implemented using a 90 nm CMOS process, 1.0 V supply voltage standard cell library. The approximate 

multiplication and division algorithm depends on enhanced logarithmic converters. The logarithm-based arithmetic exhibits a 

good performance with decreasing the used hardware resources and runs at a higher speed. The proposed scheme achieves less 

hardware with minimal power consumption. The proposed approximate structure demonstrates up to a 62% saving in power with 

a rise in the accuracy level as compared with the prior approximate works. At the same time, the proposed multiplier and divider 

can carry out the multiplication and division processes in 1.8 ns, respectively.  
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1. Introduction 

With the rise of digital signal processing (DSP) in various 

applications such as digital image and video processing, data 

compression, image compression, and biomedical engineering, 

the execution of different processes have the spot of the inte-

grated circuit designers to meet the real-time requirements [1, 

2]. In DSP a wide variety of signal processing operations are 

performed. Examples of the frequently used functions in the 

carrying out of DSP operations are: multiplication function 

(ML), division function (DV), square function (SQ), square 

root function (SQRT), root mean squares (RMS) and total 

harmonic distortion (THD). The exact execution of these op-

erations consume large amount of hardware. As well, the power 

dissipation and delay increases significantly to can handle the 

extraordinarily numbers of additions and subtractions that takes 

place for the implementations of these complex functions. As a 

consequence, the overall performance of the DSP operations 

will be affected. The exact achievement of the commonly used 

functions may not be the appropriate solution for real-time DSP 

applications that require fast processing time with minimum 

consumed power for battery- powered operated devices. In the 
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conventional worst case design, all possible partial products are 

generated and propagated. To decrease the hardware complex-

ity of the exact computations, the approximate arithmetic 

computations scheme is established. It depends on releases the 

long channel of generating and shifting of all partial products. 

Instead of implementing all the required logic gates to compute 

certain function, cutting down some partial products helping to 

relax the hardware complexity. Figure 1 illustrates the partial 

products of two-bit multiplication operation; Figure 1(a), the 

exact partial products, Figure 1(b), the approximation partial 

products. While Figure 2 shows the exact implementation of 

two-bit multiplication process and the approximation imple-

mentation for the same process. 

The common approximation technique depends on elimi-

nating some less significant bits to decrease the hardware cost. 

For two-bit multiplication process showing in Figures 1 and 2, 

the exclude of the first generated partial product has led to 

elimination of an AND gate from the hardware resources. 

Another example for 8-bit approximate multiplication process 

is presented in Figure 3. To decrease the hardware complica-

tion and relax the limitations in power and time, some of the 

least significant groups of partial products have to not be 

established and another some of generated partial products 

may be discarded. As shown in Figure 3, eight-bit approxi-

mate multiplication process has been established with ten 

unformed partial products and eleven discarded generated 

partial products. Also, the division process is probably one of 

the most challenging function of the basic arithmetic opera-

tions. It is extremely complex and consumes much more 

power and time. To decrease the cost of hardware for the 

implementation of division function, a truncation procedure is 

taken place. By using this approach, the processing time and, 

thus, the overall time needed to complete division are signif-

icantly decreased. Consequently, some level of uncertainty is 

exhibited in the output which degrades the system perfor-

mance. However, Because DSP applications are error resilient, 

processing and calculations can occur with some errors 

without compromising overall performance. [3, 4]. Conse-

quently, the approximation arithmetic calculations approach 

may be used to decrease the overhead in terms of power, area, 

and latency by relaxing the establishment of partial products. 

Algorithms for approximate calculations are effective on 

hardware and provide good accurate results [5-13]. In order to 

attain the demand for low-cost, low-power implementation of 

complex functions with acceptable level of accuracy, a loga-

rithm based computations is proposed in this paper. 

For the multiplication function approximation implementation, 

in previous work, in order to decrease the load of partial product 

generation and the complexity of the hardware, approximate 

multipliers cut the least significant groups of the partial product 

arrangement [5, 13]. This model, which trades precision for a 

large energy savings, is known as the array-based approximation 

arithmetic computation model for multipliers. Another promis-

ing alternatives to reach high energy efficiency is the approxi-

mate logarithmic number system arithmetic [8]. 

In order to reduce the produced partial products, approximate 

logarithmic multiplication scheme has been utilized. This log-

arithmic-based multipliers relax the production and addition of 

the partial products by replacing these power and time con-

suming procedures by a simple addition and logarithm and 

antilogarithm converters. Moreover, the logarithmic techniques 

[14-26] exploits the simple hardware implementation of the 

piecewise linear logarithm and antilogarithm converters. 

Else, Approximate logarithmic multiplication has been 

suggested as a crucial approach for very low power, perhaps 

replacing earlier approximate multiplication methods. By 

lowering area, latency, and power consumption at the expense 

of approximation error, all of these approximation strategies 

contribute to the end outcome.  

In this paper, the proposed multiplication and division 

hardware design is demonstrated in section II. Section III 

reports the VLSI hardware implementation, synthesis results, 

and comparison with prior works. At the end, the conclusion 

of this paper is demonstrated in section IV. 

 
Figure 1. Partial products of two-bit multiplication process; (a) the exact partial products, (b) the approximation partial products. 
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Figure 2. The Hardware Implementation of (a) 2-bit exact multiplication operation, (b) 2-bit approximate multiplication operation. 

 
Figure 3. Partial products of 8-bit approximate multiplication process. 

2. Proposed Multiplication & Division 

Hardware Design 

Logarithmic arithmetic computations [14, 24, 25] have 

been proposed to decrease the process strength. They make 

use of the fact that the complex functions are converted to less 

complex process when applying the logarithm algorithm. By 

applying the logarithm approximation algorithm on the mul-

tiplication and division process as follow:  

𝑀 = 𝐴 × 𝐵
𝑙𝑜𝑔2𝑀 = 𝑙𝑜𝑔2𝐴 + 𝑙𝑜𝑔2𝐵

∴ 𝑀 = 2[(𝑙𝑜𝑔2𝐴)+(𝑙𝑜𝑔2𝐵)]
            (1) 

𝐷 = 𝐴 ÷ 𝐵
𝑙𝑜𝑔2𝐷 = 𝑙𝑜𝑔2𝐴 − 𝑙𝑜𝑔2𝐵

∴ 𝐷 = 2[(𝑙𝑜𝑔2𝐴)−(𝑙𝑜𝑔2𝐵)]
            (2) 

 
Figure 4. The block diagram of the multiplication and division 

process in logarithm algorithm. 

http://www.sciencepg.com/journal/acm


Applied and Computational Mathematics http://www.sciencepg.com/journal/acm 

 

181 

The multiplication process is transformed to addition pro-

cess as states by Equation (1). These algorithm is based on the 

logarithmic converters and antilogarithmic converters. As 

illustrated in Figure 4, the conversion from multiplication 

process to addition process starts by converting the multiplier 

input A and the multiplicand input B to their logarithm value 

log2A and log2B, respectively. The second step is attained by 

applying the addition operation on the two logarithmic values, 

log2A and log2B. In order to complete the multiplication 

process, the antilogarithm converter is operated to transform 

the results of the addition from logarithmic value to binary 

value. The same procedures have been applied for the division 

process except replacing the addition operation by subtracting 

operation. The logarithmic approximation algorithm depends 

considerably on the transformations from binary to logarithm 

or the transformations from logarithm to binary. Broadly, the 

implementation of logarithm and antilogarithm converters 

based on the piecewise linear approximation [14-24] and can 

be divided into two mainly categories; uniform segmentation 

approach and nonuniform segmentation approach. Several 

previous piecewise linear approximation logarithm and anti-

logarithm converters have been proposed to decrease the 

hardware complexity and minimize the consumed power. In 

these approximation approaches, the conversion coefficients 

are selected to be power of two for straightforward hardware 

implementation. Accordingly, the implementation of the 

logarithm and antilogarithm converters includes only shift and 

add processes. However, due to these approximations, a re-

duction in accuracy is attained. Some of the previous work 

proposes a large divisions to increase the accuracy level, 

however, the hardware cost increase significantly and con-

sume more power. 

The employed logarithmic and antilogarithmic converters 

in this work is the uniform eight-region piecewise linear ap-

proximation approach to achieve an agreeable level of accu-

racy with reduction in hardware implementation and power 

consumption [14]. The proposed converters save power by up 

to 5% for the logarithmic converter and up to 37% in anti-

logarithmic converter as compared with previous work with 

approaching same degree of accuracy. The hardware archi-

tecture of the multiplication and division operations are pre-

sented in Figure 5. The logarithmic and antilogarithmic con-

verters hardware includes just shifting and adding operations 

because of the conversion coefficients are a combination of 

power of two. The leading one detector (LOD) is the core of 

the logarithmic converters to distinguish the location of the 

most significant one bit [26]. The remaining of the architec-

ture is the shifting and adding operations to complete the 

logarithmic conversion. Similarly the architecture of the an-

tilogarithmic converters except that it doesn't include LOD 

which makes it much simpler [16-18]. 

 
Figure 5. Proposed structure of the multiplication and division operations. 
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Figure 6. Example of the proposed algorithm for Multiplication and Division Operation. 

As presented in Figure 6, an example by numbers are given 

to illustrate the proposed logarithmic approximation algo-

rithm for multiplication and division computations. An input 

operand A equals 4 decimal (0100)2 and an input operand B 

equals 3 decimal (0011)2. The first step is attained by using 

the logarithmic converters. The transformation from binary 

domain to logarithmic domain starting by determine the lo-

cation of the most significant one (k) by employing the LOD 

in the logarithmic converter structure. For the input operands 

A and B, the leading one position (k) is 10 and 01, respec-

tively. After the decision of the leading one position, the 

remaining bits are considered the fraction bits. In this paper, a 

low power, high accuracy piecewise linear eight-segment 

uniform approximation logarithmic and antilogarithmic con-

verters [14] are employed to perform the required conversion 

from logarithmic domain to the binary domain or vice versa. 

The logarithm fraction bits are determined according to the 

approximated coefficients in the appointed segment. After 

completing the conversion from binary domain to logarithmic 

domain by determine the k bits which represents the integer 

bits and the fraction bits, the step two is initiated. An addition 

or subtraction of the two logarithmic values of the two input 

operand A and B are achieved for the multiplication or divi-

sion operations, respectively. In the third step, the antiloga-

rithmic converter is employed to transform the results from 

the addition or subtraction from logarithmic domain to binary 

domain. This conversion is simpler than the logarithmic 

conversion. The integer bits represent the shifting (k) of the 

determined fraction bits. For example, the shifting (k) equals 

3 and 0 for the results of the addition and subtraction, re-

spectively. The fraction bits are determined corresponding to 

the approximation coefficients in the appointed division of the 

antilogarithmic converter [14]. After this conversion, the 

multiplication or division of the two input operands A and B 

are accomplished by a certain level of accuracy as presented 

in Figure 6. The implementation results of the proposed ap-

proximate logarithm based multiplication and division oper-

ations are presented in the next section.  

3. Hardware Implementation and 

Synthesis Results 

This section demonstrates the VLSI hardware implemen-

tation results of the proposed multiplication and division 

calculation logarithm-based compared with prior works. The 

proposed approximate scheme is implemented in structure 

level Very High-Speed Integrated Circuit Hardware Descrip-

tion Language, then synthesized using 90-nm CMOS tech-

nology, 1.0 V supply voltage standard cell library. Compari-

son with the accurate multiplication process, prior work, and 

the proposed algorithm is listed in Table 1. 
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Table 1. Comparison performance between the proposed multiplication and division implementation and previous work. 

Approach 
Process 

(nm) 

Number 

of Bits 

Power 

(mW) 

Area 

(𝛍𝐦𝟐) 

Delay 

(ns) 

Error Metrics 

MAE RED MRED MSE 

Accurate Multiplication 90 16 2.85 6130 4. 59 0 0 0 0 

[5] 2015 90 16 1.2 3755 2.99 -- -- -- 0.15 

[6] 2020 28 8 0.288 157 0.242 3.21 -- 0.251 0.175 

[7] 2018 28 8 0.046 111.14 0.62 0.93 1.11 -- -- 

[8] 2015 28 8 0.051 255.3 1.64 0.28 -- 0.0296 0.0068 

[9] 2014 40 16 1.98 700 0.65 1 2.7 -- -- 

[10] 2014 28 8 0.055 71.2 0.189 0.067 0.758 0.075 0.01 

[11] 2011 28 16 0.662 727 0.318 0.69 -- 0.009 0.003 

[12] 2011 180 16 0.188 3839 6.382 0.02 -- 0.93 0.0013 

[13] 2011 90 16 1.196 3755 2.99 -- -- -- 0.154 

This Work 90 16 0.738 5710 1.8 0.02 2 0.05 0.002 

 

In Table 1, technology, the number of bits, power con-

sumption, area, delay, and error metrics are demonstrated in 

the second–tenth column.  

To determine the accuracy performance of the proposed 

work and the prior works, several error performance param-

eters are used. Among them are the maximum absolute error 

(MAE), the relative error distance (RED), the mean relative 

error distance (MRED), and the mean squared error (MSE). 

The definition of the error performance parameters are de-

fined as: 

MAE = max⁡[Exact⁡square⁡value − ⁡approximated⁡square⁡value] (3) 

 E =
     ⁡      ⁡     −            ⁡      ⁡     

     ⁡      ⁡     
    (4) 

M E =
 

 
∑ [

            ⁡     −    ⁡     

    ⁡     
] 

          (5) 

M E =
 

 
∑ [

            ⁡     −    ⁡     

    ⁡     
]
2

 
          (6) 

N represents the total number of potential input combina-

tions. The mean error of the proposed scheme is 0.05. Our 

proposed approximate scheme based on logarithm algorithm 

has been compared against different approximate schemes for 

multiplication operation. The proposed approximate work 

exhibits good accuracy level that can be accepted for DSP 

applications. Compared with an exact multiplier, enhance-

ments are obtained in power, and speed at least 74%, and 60%, 

respectively. 

The implementation results of the proposed algorithm ac-

complishes power saving at least 62% as compared to ap-

proximate multiplication scheme [9]. Moreover, at least 70% 

saving in delay is accomplished with greater accuracy level as 

compared with [12]. For the proposed logarithmic-based 

multiplication operation, the power is reduced by up to 38% 

as compared with the prior work [5] and [13] in 90 nm process, 

and runs 1.66 higher speed. The hardware complexity for 

approximate multiplication and division operations is reduced 

significantly by applying the logarithm-based algorithm. With 

sufficient accuracy, the proposed algorithm uses less power 

and lowers hardware costs. Comparing the proposed scheme 

to prior approximation schemes, the hardware complexity and 

power constraints are relaxed. When the number of output bits 

increases and the cost of the hardware rises, it becomes 

worthwhile. 

4. Conclusions 

In this paper, an approximate low power multiplication 

and division operations are achieved. The logarithm-based 

scheme is used to decrease the hardware complexity with 

sufficient accuracy level. The multiplication and division 

operations are implemented by utilizing efficient piecewise 

linear logarithm and antilogarithm converters which leads to 

less hardware complexity and high power saving. Comparing 

the proposed algorithm with the accurate scheme, the pro-

posed logarithm-based scheme accomplishes at least 74% 

saving in power and operates 2.55 higher speed. 
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Abbreviations 

DSP Digital Signal Processing 

ML Multiplication Function 

DV Division Function 

SQ Square Function 

SQRT Square Root Function 

RMS Root Mean Squares 

THD Total Harmonic Distortion 

LOD Leading One Detector 

MAE Maximum Absolute Error 

RED Relative Error Distance 

MRED Mean Relative Error Distance 

MSE Mean Squared Error 
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